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Computing with excitable systems in a noisy environment
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In this work we show that excitable units with biologically inspired couplings are capable of performing any
logic operation in a noisy environment without synchronization.
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The brain is the most sophisticated information process- We present a synthetic model that inclugesme of the
ing device that we know of. Neurons process analogic inforprocesses involved in the transmission of information in neu-
mation that enters through the sensory system, transforming@ns in a dynamic wayi.e., the competition between the
it into a sequence of pulsgsction potentialsin order to  various processes selects the time scales that are relevant for
relay it to other neurons. This is a dynamic process in whictihe information processing and transmissidhis important
the time course is importaritt is believed that, in certain t0 point out that noise produces intriguing effects in the dy-
signals[1]). Furthermore, it occurs in a noisy environment time scale$12]. This is particular.Iy true i_n excitable systems
and in the absence of an external synchronizing cfagklt ~ [13—13, such as neurons. In spite of this, we do prove com-
is not clear that the brain operates as a computer, yet t Ut.ab'“ty In-our noisy rT‘OF’e'- I.n order to do so, we show thgt
metaphor has proven to be usefalg., neural networkg3] ogic gates Can_b<_a built in this way and that _glo_bal consis-
and biologically inspired circuit$4]). Thus, the following tency_[16] is satisfied for an arbitrary long logic circuit, de-

uestion ariseddow can computations be performed out of pending on .the properties of the coupling. . .
q logic | .t thout h di . . We now introduce the model. We start with the simplest,
an analogic Input, without synchrony and ina noisy environ-y, yet, generic model displaying a noisy excitable dynam-
ment? Using a biologically inspired synthetic model, we . C e
: , - : X ~~ ics. Its evolution is given by

prove in this work that computability with neuronlike units
iq apoisy environment is possible, without external synchro- dordt= puo—cog 0) + (1), 1)
nization.

In a seminal work, McCulloch and Pitts showed that a,hereg is an angular variable{ 7< 6=< ) and&(t) is (for
synthetic neuron model could perform all the logic opera-simplicity) Gaussian white nois¢(£)=0, (£(t)&(t+ 7))
tions that an electronic computer dogs. This approach =2D45(7)]. In the absence of nois&€0), this system is
requires an absolute coordination of the signals and a noisexcitable foruy,<1 and presents oscillations far,>1. We
free environment. In order to overcome some of these shortassociate the firing of an action potential with a complete
comings, continuous time models have been developed iturn in 6 and 6 to a dimensionless membrane potential at the
which the relevant variable is the average firing rate of thesoma. This equation is known as Adler’s equation and also as
neurons(see, e.g.[1]). Neural networks built with chemical VCON (voltage controlled oscillator neurpil7]. It dy-
reactions in which the state of the units is represented bypamically contains, in a pure way, the saddle node bifurca-
stationary states are similar to these average rate models. fion within a limit cycle (Andronov bifurcation. Not only it
particular, the program of showing computability with thesecan model excitable dynamics, but it is also known to be a
networks has been successfully carried out by Ross and ceanonical model, i.e., any other system at this bifurcation can
workers[6—8]. On the other hand, in the last few years, thebe transformed to the VCON by an appropriate change of
extent to which average rate models are accurate representsariables. All neuron models presenting what is known as
tions of information coding in real neurons has been debatedlass | excitability display this type of bifurcation. For each
arguing that there is information contained in the sequence aif these models it is possible to relgig to their original
spikes that is not captured by these averd@S]. To ac- parameters. An example of this transformation for the
count for the richness of coding possibilities of spike trains,Wilson-Cowan neural model can be found[it¥]. Since we
it is appropriate to work with continuous time models thatwork with py~1, the potential at rest i8=0 and the action
are able to represent the actual spiking behavior, i.e., thgiotential corresponds té~ 7. In the excitable regimeg(,
describe in more detail the time course of the membrane<l), the presence of noise can trigger spontaneous firings.
potential [10,11). These excitable units, coupled with bio- The interspike time distribution of this dynamics is wide. It
logically inspired connections, should be able to performpresents a maximurfil3] and an exponential tajl18]. Be-
small frame averages in a dynamical way. This is the apyond uy=1, the noise slightly widens the otherwise peaked
proach we follow in the present work. interspike time distributiorisee Fig. 1 The qualitative dif-

ference between these two distributions may be used to de-
fine a binary code.
* Author to whom correspondence should be addressed. Email ad- Our logic gate consists of an excitable cell, coupled to
dress: gabriel@birkhoff. df.uba.ar other excitable cells operating at the excitable or oscillatory
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a) aptic cleft whenever an action potential occurs at the presyn-

002 FALSE aptic neurons, and removed by enzymes, reuptake, and
5o diffusion. Taking into account that the distribution of neu-
M \ rotransmitters reaches a rapid equilibrium with the channels,

0 0 200 TRUE a minimal model fom can be written as
0.1
@ ° 1 /

P(T)

dn/dt=— O(6;)— an, 2

TRUE 0 1%00 200 / izl (gl) a ( )

60.1

L where 6; corresponds to the potentials of the presynaptic
ol — o neurons(lat_)eled byi), the sum runs over_aII the presynaptic

b) 2 inputs, « is the rate of neurotransmitter removal, and

0 (6;)= 6, in the neighborhood of;= 7 and zero otherwise.

o FATSH " TRUE Therefore, the term (mzi:{@(ai) acts as a source of
= neurotransmitters that is turned on whenever any of the pre-
o 008 synaptic neurons spikes. Finally we need to model the dy-
0 % %0 200 namical behavior of the dendritic potential of the excitable

’ v ! cell acting as the gate, This potential changes due (b) a
gain term associated to the ionic currents that flow through

of the input cells[Eq. (2)] is given by the “effective parameter” the neurotransmitter-gated channels 42da loss term due
w= o+ yz. Alower u value corresponds to a wide interspike his- to a leak Cur.rent.and to the opening of some voltage gated
togram and is associated with a false ingR¢T) is the probability ~channels. In its simplest form, this can be written as

density of the interspike time intervdl. A higher . value corre-
sponds to a narrow interspike histogram and a true infitThe
NOT gate. A false input gives a true output. All variables are dimen-
sionless.

2P@:

FIG. 1. Schematic diagram @& the or gate. The logical state

n2
dZ/dt:Hrde—,BZ, (3)

where the constanK is positive (negative for excitatory
regimes. Therefore, the equation ruling the dynamics of théinhibitory) synapses and involves both the total number of
gate is similar to Eq(1), with extra terms accounting for the channels and the equilibrium potential of the ions that flow
couplings. In order to couple the excitable units, we drawthrough these channels. In writing this we have assumed that
inspiration from the synaptic connections among neurons. |@ can be neglected in front of this equilibrium potential and
most cases, these connections are mediated by the releasetlftdtz=0 at rest. We have also assumgdo be constant for
neurotransmitters, which, in turn, open ionic channels andhe values over whick varies. While we identify the inputs
change the dendritic potential of the postsynaptic neuron. Af the gate with the potentials at the soma of the presynaptic
this point, the neuron adds spatially and temporally the inneurons, we identify the output of the gate with the potential
puts to a value that is passively conveyed to the soma, whe@f the soma of the postsynaptic neuron.
eventually the action potential is fired. The variables needed In order to couple the dynamics of the dendritic potential
to describe a simple model with these features are the densiéy to that of the potential at the soma of the postsynaptic gate,
of neurotransmitters in the clefit, the dendritic potentiat, @, we write, instead of Eq(1),
and the density of open neurotransmitter-gated chanNgls,
all of which we take to be dimensionless. We assume that do/dt=uo+yz—cod 6) + £(1), 4)
two neurotransmitter molecule& are needed to open one . .
channel, and that each channel can exist in two states: op&1ere the termyz represents the passive spreading of the
O and closecC. The simplest model for this process is given potential from the dendrites into the soma. Notice that the

by the reaction step effect o_f this term is to “rescale” the_ parametgp. Namely,
Eq. (4) is equivalent to Eq(1) but with u, replaced byug
K + yz. Therefore, by changing the inpyt, it is possible to
2A+C=0. change the behavior of the neuron from excitable to oscilla-
K’ tory and vice versa, and therefore, to change the output of the

gate. We associate the “effective parametgr= uqo+ yz to
Assuming that the total density of channeld\isnd that the the logic state of the neuradfthe output of the gaje
reaction occurs fast enough so that it relaxes on a short time We associate the two possible logic statésue” and
scale towards its local equilibrium, then the density of operffalse”) to two regions in the. parameter space. A true state
channelsN, may be related to the total density of channels,corresponds t@.> u+ and a false one tp.<ur . The values
N, and the density of neurotransmitters in the cleftby  of ut andur are such that for mogi> w+ the neuron is in
No=[n?/(n?+ky)]N, where ky=k'/k is the dissociation the oscillatory regime, while it is in the excitable one for all
constant. This dynamics has a similar effect to that of theu<<ug. They are chosen, as we will explain, so as to guar-
enzyme reactions included in the chemical networks preantee the correct operation of the gate, even if many of them
sented i 6-8|. Neurotransmitters are released into the syn-are sequentially nestedlobal consistengy
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FIG. 3. The effective parametei= uy+ yz of the or gate
given by Egs.(2)—(4) with uy=0.94905 andy=0.47101, as a

FIG. 2. Time evolution of the variable of theor gate ruled by ~ function of the parameter values of the inputs,, u,. We define
Egs. (2)—(4) with «=0.01, B=10"%, K=10°, and ky=0.233  two regions:A for both inputsu; < ur=0.96, andB for at least one
and three different inputs: false-false, true-false, and true-true. Alfrue inputu;> ur=0.98. Any input inA produces an output in the
variables are dimensionless. false region,u<up, and any input inB is mapped into the true
region, u> . All variables are dimensionless.

t (arb. units)

We now show how to build a@R gate. Its operation is n ~ - for all z-- values aenerated with inou
defined by Eqs(2)—(4), with /=2 (i.e., two input3. Equa- >yZTFan’léT < ItTiFs ossibleg to do this becau§e t'(E)Lflthe
tion (2) integrates the spikes of the inputs, reaching ar_ AT &' K2—~HF- P 0 Ho.

. . . saturation effects that the couplings introduce, as we ex-
asymptotic value that is roughly proportional to the sum of lained before. These requirements guarantee the global con-
the average spiking rates of both inputs. Therefore, the de sistency for an. arbitraril qIon chain (g)f logic gates \%Ve illus-
sity of neurotransmitters), approaches different mean val- Y ylong gcg '

ues depending on the input types. However, since the fra(;t_rate this in Fig. 3, where we plot the logical state of the gate,

tion of open channelsF,=n?/(n?+kgy), is a nonlinear = pot ¥Z, a5 a function of the logical state of the inputs,
saturating function of, the asymptotic dendritic potentia| #1, 42 @S an example of satisfying these requirements. There

which is given byF K/B, may approach similar values for we see that any input in the fglse-false reglazgionA) is
different sets of inputs, depending on the valuekgf We mapped into the false region, i.u(us,u2)<pe, and that
chooseky in such a way that almost all true-true and true-&"Y Input in the true-false. or true-true regicregion B) 'S

false inputs originate similar asymptotic values zffz;¢ mapped into the true region, i.qu(s1,42)>pr. In this
~Z11), Which are in turn different from the values that the way, the output_of the gate can be usec_i as an input of another
false-false inputs generatg;: . An example of this is shown one and an_ar_bltranl_y long chain of Iog'(.: gates can be wnple-
in Fig. 2, in which the falsdtrue) input corresponds to an mented. Th's Is equivalent to the foI!owmg Feq“'feme(@‘-
evolution in the excitabléoscillatory regime. In general, if in any chain ofoR gates, the output is true if at least one of

the duration of each action potential, at the input neurons the cells is true(b) in any chain ofor gates with only false

is much smaller than the interspike time of the combineampms’ the OUtPUt is always false. . .
inputs, T, we may estimate the asymptotic value rofs n In order to implement all the logic operations we also
. (®) 7 exp@T)[exp@T)—1], where(®) 1 is the concentra- need a gate that performs an inversion of the input. This can

tion of neurotransmitter released due to one external impulsé’.e achieved through moT gate, which is described by Egs.

If aTge>1 while aTp<1, then nge~(®)7 and nip Py — - : : : :
~(0)71/aTrg. Thus, given the form of ,, a necessary con- 09 | N 4
dition for zrg and z¢ to differ by less than 10%, and be 085 1 "-,.v i ]
different from zg¢ is 3aTrr<(0)7/\kg<1. This states a O N i
limit to global consistency in terms of the reaction rates of | i
the channels dynamics. In real neurons several inputs arriviz 097

at each terminal and as many as 800 presynaptic potentialz. *7[ i
per second may be added to produce a postsynaptic potentiic 9% ]
[19]. Typical neurotransmitter removal occurs on very short 096 - N,
time scales(on the order of some millisecond&0]). Esti- 0955 | T
matinga~0.1 ms ' andTtg~1 ms, the above-mentioned 095 E N A
constraint reads 03(®)/\ky<1, which is satisfied pro- 004 - L——L—— L - Y vE—

vided that the fraction of channels that open in response tc
one input spike is between 0.08 and 0.5.

Now we need to define the false and true regions. This is F|G. 4. The effective parameter™* 1) of thenoT gate given by
done by simultaneously adjusting the parametersgs.(2)—(4) as a function of the parameter value of the inp(f.
Mo, ¥V, e, @andug in such a way thapg+ yzee<ug for The false region £<ug=0.96) is mapped into the true region
all zgr values generated with inpuig,, uo<up, and ug (u>u7=0.98) and vice versa. All variables are dimensionless.
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(2)—(4), with /=1 (i.e., a unary operatpr\We used the same Wwords, we require that both regions are invariant after two
parameter values for Eq&2) and (3) as in theor gate, but iterations of the map. This can be _done by a suitable choice
now the coupling is inhibitory K=—10"%). Therefore, a ©f the parametep,=0.99481. In Fig. 4 we show a plot of
false input corresponds to a minimum negative asymptoti¢N€NOT gate acting as a map on the logical state space of the
value ofz and a true input to a negatievalue of small ~ €xcitable unitsu. _ o
absolute value. Since the difference between these !N this way we show that excitable units with biologically
asymptoticz values is similar to that of ther gate &g msp.lred_ COUP"F‘QS are capable Of. performing any Io.glc op-
—2:4), we can use the same value for the coupling param(_aratmn in a noisy environment without synchromzatmn. To
eter y=0.47101. ThenoT gate acts as a one-dimensional go beyond logic gates towards computability, it is necessary

map in parameter spage, mapping the logical state of an to imp_lement memory devices. A_natural directio_n for_further
excitable unit, (™, to th'e next onex™ D, In order to work is to explore the construction of such units with our

achieve global consistency we require that (defined with elements.
the sameur as for theor gate be mapped intd/+ and vice This work was funded by CONICET, UBA, and Funda-
versa for an arbitrarily long chain of excitable units. In othercion Antorchas.
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